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THIS 15 YOUR MACHINE LEARNING SYSTETT?

https://xkcd.com/




THIS 15 YOUR MACHINE LEARNING SYSTET?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.
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THIS 15 YOUR MACHINE LEARNING SYSTETM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LNEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.

WHAT IF THE ANSWERS ARE WRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.
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ML community is responding
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This is not a new problem.
Why now?

Complexity and prevalence!

; N
.
\:._‘

I'M SO CONFUSED

http://godeater.wikia.com




| heard you can just use
decision trees...

Can we go home now?

http://www.ogroup.com.au/raise-your-hand-when-you-should-and-why-you-should/



Experiment.

® | will show you a decision tree. Follow the  Data =[Sunny, 200]
right path given a data point, and you do: -

" Weather = \
'\_ Sunny

Left Right Stomp

Left

Right Stomp
10



Experiment.

® | will show you a decision tree. Follow the  Data =[Sunny, 200]
right path given a data point, and you do: -

" Weather = | \
\ ' Sunny
Left Right Stomp —

® As soon as you know the answer,
do the action!

Left

Right Stomp
11



Sample decision tree #1

Weather
= Sunny

Time

Time , 1
y = afternoon /

= morning /

Left Right Stomp Clap! ;



Sample decision tree #2

 Weather = \
Yes s No
Time= ™ /7 #total ™
A, afternoon "_ people >200 _/

, #people in :
. firstrow>20

Time = ,
Morning /

Free
coffee here
=Yes A

, #people in ‘
. firstrow<10 _~

Free
coffee here
=Yes

Left Stomp



Sample decision tree #3

: Weather = | , No
e YOS /N cloudy S N T
. #total people > 200 } I— . Year > 2014 J  Free
S e . o Y P4 #, coffee here
Te— 4. 0fp ( Time = Morning } T Y, =No

' /" #peoplein
. % firstrow>20

. Year > 1990 )

Free
coffee here

. No .

Left #  #peoplein \
%, firstrow>10

Time =
afternoon

Weather |
= rainy

o e _ Year > 1990
#people in \ o
first row < 40 P SRR

#otal ™~/  Free
“._ people <100 _ 4 coffee here

7 { #total people <1000 Y V™ .

 Year <2020 } { vear <2016 |

Left N E— - C )\r‘-'; 2 SR V B . e RN, ,' g Time —
b e 4 #people in )

aY _ firstrow >20 _ /

| Weather | ’
~ =rainy _/

Left Rigt




Sample decision tree #3

| Weather = N




Common musumdershmdw\g
Decision brees and Linear wmodels are
always m&erpre&abta.
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Do we need a different model?
How about rule lists?

If (sunny and hot ) then go swim
Else if ( sunny and cold) then go ski

Else then go work

17



Do we need a different model?
How about rule lists?

If (sunny and hot )

Else if ( sunny and cold)
Else if (wet and weekday )
Else if ( free coffee)
Else if ( cloudy and hot)
Else if ( snowing )

Else if ( New Rick and Morty)
Else if ( paper deadline )
Else if ( hungry)
Else if ( tired)

Else if ( advisor might come))
Else if ( code running )

Else

then
then
then
then
then
then
then
then
then
then
then
then
then

go swim
go ski
go work
attend tutorial
go swim
go ski
watch TV
go work
go eat
watch TV
go work
watch TV

go work

18



Maybe rule sets are better?

IF ( sunny and hot ) OR ( cloudy and hot ) OR
( sunny and thirsty and bored)

THEN go to beach

ELSE work

19



Maybe rule sets are better?

IF ( sunny and hot ) OR ( cloudy and hot ) OR

( sunny and thirsty and bored ) OR ( bored and
tired ) OR (thirty and tired ) OR ( code running ) OR
( friends away and bored ) OR ( sunny and want to
swim ) OR ( sunny and friends visiting ) OR ( need
exercise ) OR ( want to build castles ) OR ( sunny
and bored ) OR ( done with deadline and hot ) OR (
need vitamin D and sunny ) OR ( just feel like it )
THEN go to beach

ELSE work

20



Are you saying decision
trees, rule lists and rule
sets don’t work?!

Decision trees, rule lists or rule
sets may work for your case!

The point here is that there is
no one-size-fits-all method.

http://blog.xfree.hu/myblog.tvn?SID=&from=20&pid=&pev=2016&pho=02&pnap=&kat=1083&searchkey=&hol=&n=sarkadykati
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s interpretability possible at all?

Adad

L D04.18.17 08B:2Z PM

OUR MACHINES NOW HAVE ENOWLEDGE WE'LL
NEVER UNDERSTAND

SHARE

2]
o

So wrote Wired’s Chris Anderson in 2008. It kicked up a

https://www.wired.com/story/our-machines-now-have-knowledge-well-never-understand/

4 WIRED Our Machines Now Have Knowledge We'll Never Understand SUBSCRIBE
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s interpretability possible at all?

i MIBEER Our Machines Now Have Knowledge We'll Never Understand susscriBe £

(LR MACHINES NOW HAVE ENOWLEDCE WELL
Common misunderstanding: i

We need ko understand every single thing
_about the model,

Key Point:
Interpretability is NOT about understanding all bits and bytes
of the model for all data points.

: : 23
It is about knowing enough for your goals/downstream tasks.

http:



My goal

interpretability

To use machine learning responsibly
we need to ensure that
1. our values are aligned
2. our knowledge is reflected

Machine

Learning
Models

-~

htto://0166% feradata.com/
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Why interpretability?

Fundamental underspecification in the problem



Why interpretabi\ity?
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Fundamental underspecification in the problem
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Why mterpretablhty?

example 2 Science

theminionsfromdispicableme

Fundamental underspecification in the problem

27



Why interpretability?

Ay ol
. W AN

_.example 2: Science

Fundamental underspecification in the problem

example3: mismatched
objectives




Why mterpretablhty?

example 2: Science

Common misunderstanding:
More data or more clever algorithm will solve
im&erpr@.&o\b&i&j‘




What is NOT
underspecitication?

My Blooditype'is

£ ‘ ; 3 -
y .
BENEGATIVE
= o T " GENERATORMEMEaCOM
https://www.pinterest.com/dowd3128/type-o-negative/
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When we may not want

® No significant consequences or
when predictions are all you need.

Descend!
g

® Sufficiently well-studied problem

Instructs the optimal avoidance ‘

direction based on radio waves

® Prevent gaming the system -
mismatched objectives.

https://cdn.theatlantic.com/assets/media/img/mt/2015/04/shutterstock 11926084/lead large.jpg
- . . fi ? . ic_tcas_001_enj

http://www.cinemablend.com/pop/Netflix-Using-Amazon-Cloud-Explore-Artificial-Intelligence-Movie-RecommeRigtions-62248.html




When we may not want
interpretability

® No significant consequences or
when predictions are all you need.

® Prevent gam|ng the WQ QLNO\?S Meed LM&QT‘F"{'Q&QbLLL&v
mismatched objeCtiVeommemm——————— |

rgiisbinind® A i T B lelndV S0
i 7 D
9 = cCa D
https://cdn.theatlantic.com/assets/media/img/mt/2015/04/shutterstock 11926084/lead large.jpg o = B 1 C -
- . . . . . . c A C-
https://www.jal.com/assets/img/flight/safety/equipment/pic_tcas_001_en.jpg —_— 7 i edsRoen

http://www.cinemablend.com/pop/Netflix-Using-Amazon-Cloud-Explore-Artificial-Intelligence-Movie-RecommeRigtions-62248.html
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Common misunderstanding:
Trust, fairness and interpretability
are all the same thing.

34



Our cousins are not us

fairness

«— ’
Interpretability aCCO;:tSatb'“ty
| O ¥ causality etc.

® |nterpretability can help with them when we cannot
formalize these ideas

® But once formalized, you may not need interpretability.

35



Agenda

® When and why interpretability

[‘ Overview of interpretability methods. }

® How to Evaluate interpretability methods.

36



Types of interpretable methods

My ML




Types of interpretable methods

Before building Building After
any model a new model building a model

38



Types of interpretable methods

Before building Building After
any model a new model building a model

Common misunderstanding:
Im&arpm&abit&j is always about
machine learning models.

o

39



Types of interpretable methods

Before building Building After
any model a new model building a model
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Types of interpretability methods

Before building
m E any model

k\ Building

a new model

After
building a model
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Types of interpretability methods

Exploratory data analysis

Before building
m E any model (e.g, Visualization)

k\ Building

a new model

‘ After

“building a model

42



O ClassO

¥ Classt
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-.Before building any model

Descriptive statistics

() Classo
¥ Class
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-.Before building any model

Descriptive statistics

O ClassO
¥ Classt
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Before building any model

“#Visualization for data exploration

- s \\
Faceting /:-,
A
.\\
- llow-Baged Faceting
= <NONE> v

Column-8ased Faceling
Wl

Age v

1

Positioning

Color
Coloe By
<N_0NE> &
Display
[Viégas and Wattenberg '07] ]
[Maaten et al. '08] .....
[Amershi et al. '09] :
[Pateletal. "10] . By
[Varshney et al. "12] Legend :
"' r‘c"qf' : Badreeseeqqiannesenpisenasedssncaadsdenacdsenaenoonaan o

https://pair-code.github.1o/tacets/quickdraw.htual



Before building any model

“#Visualization for data exploration

. o
Faceting e

- llow-Bagned Facetng

= <NONE> =

Column-8ased Faceling
Wl
“t{]!‘ -

Demo
-

[Viégas and Wattenberg '07]
[Maaten et al. '08]
[Amershi et al. '09]

[Patel et al. "10]

[Varshney et al. "12]

Legend
oo Age

https://pair-code.github.1o/tacets/quickdraw.html



..Before building any model

“#Visualization for data exploration

: KN
Faceting .

A
.\\

- How

- tlased Faceting
= <NONE>

Column-Base aceting
b
Age

Need more
participations from HCI,
cognitive science,

psychology
communities!

[Viégas and Wattenberg '07]
[Maaten et al. '08]
[Amershi et al. '09]

[Patel et al. "10]

[Varshney et al. "12] Legend

oy Age

https://pair-code.github.io/facets/quickdraw.htugl



-.Before building any model

¥ Exploratory data analysis

p 4 X x
X % XX
o X X
X
» WX,
X X
| p 4 X X XXX%
X X ’%‘ %
¥ p 4
Xxx %
| X
¥ Observed |
data

49



-.Before building any model
o

¥ Observed

data [Simon et al., '07]

[Lin and Bilmes, "11]
50



-.Before building any model

¥ Exploratory data analysis

p 4
p 4 ) 4
| iy
., ? ' x%( » KMeans, KNN
| w X X
PR ¥
? X X
! Xxx X
¥ X
)4 Obgaetrged [Simon et al., '07]

[Lin and Bilmes, "11]
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-.Before building any model

¥ Exploratory data analysis

p 4

¥ Observed

data MMD-critic [K. Khanna, Koyejo '16]
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-.Before building any model

¥ Exploratory data analysis

¥ ¥ “Fit distribution P
% | (prototypes) that best
fit the data points

¥ Observed

data MMD-critic [K. Khanna, Koyejo '16]
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-.Before building any model
“¥ Expl lysi
xploratory data analysis

¥ “Fit distribution P
' (prototypes) that best
fit the data points

Fit distribution q

_.(criticisms) the ""’m""““‘“""b’

difference between
data points and p

¥ Observed
data MMD-critic [K. Khanna, Koyejo '16]
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-.Before building any model
“% Expl lysi
xploratory data analysis

¥ “Fit distribution P
' (prototypes) that best
fit the data points

- Prototype 2 ;

x X Use MMD to do this

only using samples
T without ever having to
Fit distribution g write down what p and

.. (criticisms) the e omr— q look like.
difference between

data points and p

¥ Observed
data MMD-critic [K. Khanna, Koyejo '16]
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-.Before building any model

¥ Exploratory data analysis

Prototypes
YN

MMD-critic [K. Khanna, Koyejo ‘16]



Types of interpretability methods

Before building
m E any model

k\ Building

a new model

After
building a model
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Types of interpretability methods

Before building
any model

What is the medium and
constraints we use to

: | Building explain?
RO %ZZ a new model

Rules, Examples, Sparsity
and Monotonicity

My ML oD e
.

building a model

58



O ClassO

¥ Classt
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' Building a new mode|

f2

0.3—

(O ClassO 0.2 0.3
¥ Classt
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. Building a new model

f1
() Class0 0.4 0.6

¥ Class1
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. Building a new model

O
f2 4
O
0.2 " X
X%
p 4
() Class0
¥ Classt
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Which ones are the limitations of
rule-based methods?

A. It may not be as interpretable as you may think

B. It only works if the original features are interpretable
C. The data might not cluster

D. None of the above

63



Which ones are the limitations of
rule-based methods?

® Depth/Length of the tree might be too big
® Complexity of rules might be high
® Might not work for audio/images/embedings

A. It may not be as interpretable as you may think

B. It only works if the original features are interpretable

D. None of the above

64



. Building a new model

_ O
2 A T ox@ O
| p 4

0.2 ' >4

() Class0
¥ Class
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Buildin

% o y = Po+ Piz1+ ... + BnTn
¥
g(y) = Bo + B1z1 + ... + Bnn

() ClassC 9(y) = fi(x1) + ... + fn(xn)
¥ Class




' Building a new mode|

[Frey, Dueck '10]
[Yen, Malioutov , Kumar '16]
f1 [Arnold , El-Saden , Bui, Taira '10]
' [Floyd , Aha '16]
() Class0 0.4 0.6 Floyd Ana 18]
[Jalali, Leake "15]
, | 1 [Reid , Tibshirani '16]
X C ass [K. Rudin, Shah "16]
67 [Koh, Liang "17]



fl
() Class0 0.4 0.6

¥ Class1
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. Building a new model

Interactive Bayesian Case Model (BCM) [K.

Most
prototypical
homework
submission
in cluster 3.

' sbaar Prevte ¢ AN stthemaroe
Cluster Prototypes and Subspaces

Demote from Prototype

def dotProduct(listA, listB):
total=0
[forj(a,b)in Eip|(lista, lists):
product=axb
total+=product
return total

Demote from Prototype

def dotProduct(listA, listB):
len(listA)==len(1listB)
return [::](a*b for(a,b)in zip(listA, listB))

Demote from Prototype

def dotProduct(listA, listB):
length=1len(listA)
iB=0
total=0
iB<length:

total+={int|(listA[iB])xint(1istB[iB])

n. oA

Promote to Prototype

def dotProduct(listA,listB):

iB=0

length=1len(1istA)

total=0

while iB<length:
total+=1istA[iB]*1istB[iB]
iB+=1

return total

Promote to Prototype |

def dotProduct(listA,listB):
listC=[]
iB=0
while iB<len(listA)and iB<len(1listB):
listC.append(listA[iB]*1listB[iB])
iB+=1
return sum(1listC)

Promote to Prototype

def dotProduct(listA,listB):

+nt+al-Nn

Rudin,

Shah'14]

Homework
submissions in
cluster 3

[K. Rudin, Shah "14] [K. Glassman, Johnson, Shah "15]
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. Building a new model

Interactive Bayesian Case Model (BCM) [K. Rudin, Shah'14]

Change
important

Cluster Prototypes and Subspac

Promote to Prototype

Demote from Prototype |

keywords in the def dotProduct(listA,listB):

def dotProduct(listA, listE iB=0
total=0 cluster length=len(1istA)
[for(a,b)in [ip(lista, v2oilyn total=0
product=a*b while iB<length:
total+=product total+=1istA[iB]*lis .
return total iB+=1 Make thIS example
return total prototype, and

recluster!
Demote from Prototype |
| Promote to Prototype | 4. 5z
def dotProduct(listA, listB): '

len(listA)==1len(1istB) def dotProduct(listA,1listB):
return @(a*b for(a,b)in zip(listA, listB)) listC=[]
iB=0

while iB<len(listA)and iB<len(1listB):
listC.append(listA[iB]*1istB[iB])
Demote from Prototype | id: 62 iB+=1
return sum(listC)
def dotProduct(listA, listB):
length=1len(listA)

iB=0
total=0 Promote to Prototype
iB<length:
total+=(listA[iB] )xint(1istB[iB]) def dotProduct(listA,listB):
N +nt+al-0a

[K. Rudin, Shah "14] [K. Glassman, Johnson, Shah "15]
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Tool A

dot product :I

Ready for Input

Cluster Prototypes and Subspaces

def dotProduct(listA,listB):

total=0

iB=0

iB<len(listA):
product=1istA[iB]xlistB[iB]
total+=product
iB+=f1]

return total

def dotProduct(listA, listB):
total=0
[forj(a,b)fin] zip(1ista, listB):
product=axb
total+=product
return total

def dotProduct(listA, listB):
len(listA) !=len(1istB):

print 'length of A and B need to be the same'

return None

Cluster members

| Show all stacks |
| Promote to Prototype |

def dotProduct(listA, ListB):
length=1len(listA)
total=0
A for i in range(@, length):
; product=1listA[i]*1listB[il]
total=total+product
return total
print total

| Promote to Prototype |

def dotProduct(listA,listB):

length=1len(1listA)

iB=0

total=0

while iB<length:
total=total+listA[iB]x1istB[iB]
iB+=1

return total

K. Rudil;mT Shah ‘14] [K. Glassman, Johnson, Shah '15]
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Which ones are the limitations of
case-based models?

A. The complexity of explanation is higher than that of
data points

B. There may not be a good representative examples
C. Human may overgeneralize

D. None of the above

72



Wthh ones are the hmlta-t None of data points

are representative!

case-based models?

uw
\ g 0‘

: .

.

"l"
B. There may not be a good representative examples

C. Human may overgeneralize

D. None of the above

/3



. Building a new model

() Class0 0.6
¥ Class

74



Which ones are the limitations of sparsity
methods?

A. The model may not be able to represent what it
learned in a sparse fashion.

B. There might be the case that only the
collections of factors make more sense

C. None of the above

75



Which ones are the limitations of sparsity
methods?

A. The model may not be able to represent what it
learned in a sparse fashion.

B. There might be the case that only the
collections of factors make more sense

"Sparsity is good, but not enough. Just
because it is sparse, doesn’t mean it's
interpretable.” [Freitas "10]



. Building a new model

-
O o
oxg0 O,
2 A xG O
? Ox X %C
O K"
O
X
X
O
xxx
() Class0

¥ Class1




Building a new

Blackbox

X %
>

() Class0
¥ Classt




Types of interpretability methods

-' Before building

m -. any model

a new model

k Building
-

Ablation test

‘ After | tfoature | +
building a model nput-feature importance

Concept importance

79



O ClassO

¥ Classt
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4 After building a model
A-

O ClassO
¥ Class
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. . After building a model

O ClassO
¥ Classt
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. L After building a mog

K (OO ) RO X GO B ORI

(O Class0 | i
¥ Class |
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. . After building a model

2 T

() Class0 i
¥ Class
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. . After building a model

2

PROGRAMMING
SKILL

() Classo \_) L

© o2 o4 05 OF M0 sz M J6 I8 D 2 M 2

¥ Classt BLOOD ALCOHOL CONCENTRATION (%)




. . After building a model
Op(z) _ Ip(x)

2 T

f1



. . After building a model
Op(z) _ Ip(x)

2 4+

Want local explanation

of the = data point

Locally fitted
linear function



Af‘ter bU||d|ng a model 1. Ablation test: train without that feature/data and

see the impact

2.  Sensitivity analysis or fitting linear function

Integrated gradients [Sundararajan et al. 17]

Top label: starfish
Score: 0.999992

[Zeiler et al. "13] [Selvaraju et al. 16]

[Erhan 2009] [Springenberg, “14] [Shrikumar "17] and many more..

1



Local explanations

4 After building a model
A-

o o

O ClassO 1
¥ Classt
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Some confusing behaviors ot saliency maps.

Original Image Saliency map

B K class

Sanity Checks for Saliency Maps [Adebayo, Gilmer, Goodfellow, Hardt, K. 18]



Some confusing behaviors ot saliency maps.

Original Image Saliency map
M K™ class 3 .s«'é ‘}rl’

e 0 o e o o 4.;"

L
o

Randomized weights!
Network now makes garbage prediction.

M K" class

Sanity Checks for Saliency Maps [Adebayo, Gilmer, Goodfellow, Hardt, K. 18]



Some confusing behaviors ot saliency maps.

Original Image Saliency map
M K™ class
2727217
Randomized weights!
Original Image Network now makes garbage prediction. —
R

"M Kt class e
, T

Wk’

Sanity Checks for Saliency Maps [Adebayo, Gilmer, Goodfellow, Hardt, K. 18]



Some saliency maps look similar
when we randomize the network.

Cascading randomization
from top to bottom layers

_ >

Original Image

Original Explanation
oo 00000 0
* mixed_7c
mixed_7b
mixed_7a
mixed_6e
: mixed_6d
mixed_6¢
mixed_6b
mixed_6a
mixed_5d
mixed_5¢
mixed_5b
conv2d_4a_3x3
conv2d_3b_1x1
conv2d_2b_3x3
conv2d_2a_3x3
conv2d_1a_3x3

STt R | T | A "&‘ SN P e i s s _ i
- By .' L i B AR - = i s 3 ¥ ¥ ¥

Gradient : ~ B, 9 s e A % . o

- . # & o o % 2 :

o /
: o o . e e & i
Gl'adlent-SG e il ‘45&— . " G “_ 3 b o M‘ ¥ "w) ‘;.‘ 3 ’)11 f* " e
> ¥ = - S 1 3 . & e 4 S

Gradientolnput =~ : R R 3

Guided "r_."-"",",,r',‘r_r “ED S SN S S NS S S e e
Back-propagation

o WEEFSERRER T ERE T .

Guided GradCAM ¢ ™ €N € ED e € “z "‘i “ “i ™

. : .,‘..' R “! . ¥ ; 3 | vt i ¥
Integrated Gradients "' By - R e e - e T o o oo a0 Gak BT N e
A ® | # .3 ¥ y :
Integrated Gradients-SG = % -;:::" < € s}-:;"?“ €% ) g @ ¥ gt e Nt e

Sanity Checks for Saliency Maps [Adebayo, Gilmer, Goodfellow, Hardt, K. 18]



Which ones are the limitations of sensitivity
analysis/gradient-based methods?

A. It may not be truthful to the model

B. The model may not allow sensitivity analysis

C. Two local explanations may contflict

D. The perturbed x may not be from the data
distribution

E. Interactions of sensitivity (changing two
variables) is expensive

94



Which ones are the limitations of sensitivity
analysis/gradient-based methods?

A. It may not be truthful to the model

C. Two local explanations may contflict

D. The perturbed x may not be from the data
distribution

E. Interactions of sensitivity (changing two
variables) is expensive

95



y After building a model

T x

‘ Common misunderstanding:

A axpi.ama&mn IS how Ehe model worles,

Local explanations may return
contradictory explanations.
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~ After building a model

“Investigation on hidden layers

[Mahendran and Vedaldi '18] [Adel et al. "18]

[Mordvintsev et al. "15]

[Bau and Zhou et al. "17]  [Zhou et al. "18]

Input image Network being probed Pixel-wise segmentation

concept-based:

NN learns concepts!
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_ After building a model

“Investigation on hidden layers

[Bau and Zhou et al. ‘17] [Zhou et al. 18]

Input image Network being probed Pixel-wise segmentation

concept-based:
NN learns concepts!

Freeze trained network weights Upsample target layer Evaluate on segmentation tasks

House Dog Train
resS5c unit 1410 resSc unit 1573 resSc unit 924
N g -
ln ")
ol s
Q
% res5c unit 301 resScunit 1718 res5c unit 2001
Q )
o r

a4 o .

inception_4e unit 750 inception_5b unit 626

GooglLeNet
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VGG-16
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. After building a model

Op()

0 concept

2 4+

O ClassO f1
¥ Classt
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. After building a model

Op()

0 concept

sebrancss — Op(2)
siriped AV - O v,
() Class0 f1
*only if it exists; statistical testing can tell you.
x ClaSS1 TCAV [K, Wattenberg, Gilmer, Cai, Wexler, Viegas, Sayres] ICML18
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__ After building a model

" Defining concept activation vector (CAV)

Inputs:

Examples of

; concepts £ :R* > R™
. HJH ml.w g % _ e B K™ class
toes3a "

Random

images A trained network under investigation

and
Internal tensors
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_ After building a model

Inputs:

d

BulE=E=,
#i@é@@

Train a linear classifier to
separate activations.

CAV (’Ulc) is the vector
orthogonal to the decision

boundary.
[Smilkov ‘17, Bolukbasi ‘16 , Schmidt '15]

" Defining concept activation vector (CAV)

B K™ class

hE) i 2
(&) ’02 il D)
fi (mlulw> f/(-) \ fi (@)
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~ After building a model

‘e‘ TCAV core idea:
Derivative with CAV to get prediction sensitivity

TCAV

TCAV score

dotted striped zig-zagged
zebraness — OJp(z)

A l s vy

Directional derivative with CAV
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~ After building a model

‘e" TCAV core idea:
Derivative with CAV to get prediction sensitivity

TCAV score

—
dotted striped zig-zagged C7 k ’ l

[IEEEE
@)
Q
-
—~ :‘\ A~~~
~—  — ~— i
)

zebraness — Jp(z)

— SC’,k:,l(w) X,.:S 0
- CAV —» afvlc, TCAVQC’,k,l _ |{€B c AL . ’;,T,l($> > }|
k

Directional derivative with CAV
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_ After building a model

TCAV for

widely used image prediction models

Quantitative
confirmation to
previously
qualitative findings

[Stock & Cisse, 2017]
[Mordvintsev et al. ‘15]

0.8

0.6

0.4

0.2

0.0

, Ping-pong ball TCAV in inceptionv3 Dumbbell TCAV in inceptionv3

B mixed 3
N mixed 9

B mixed 10
% zerovalue

latino eastasian african caucasnan arms bolo__tle Iampshade

TCAV [K, Wattenberg, Gilmer, Cai, Wexler, Viegas, Sayres] ICML18
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_ After building a model

TCAV tor Medical application:
Diabetic Retinopathy

TCAV for DR level 1 ~ TCAV shows the
model is inconsistent

with doctor's
knowledge for classes
when model is less
accurate

DR level 1 Med

TCAV score

MA HMA

Green: domain expert’s label on concepts belong to the level
Red: domain expert’s label on concepts does not belong tq the level
TCAV [K, Wattenberg, Gilmer, Cai, Wexler, Viegas, Sayres] ICML18



Types of interpretability methods

Before building
. E any model

Building
a new model

. After
2 building a model
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Agenda

® When and why interpretability

® Overview of interpretability methods.

[0 How to Evaluate interpretability methods.

108



One way to evaluation

T |

“You know it when you see it”

interpretability...

I[DON;]




Spectrum of

¢

evaluation in machines learning

=
A 5

cEn Function-based _
= . :

o a variety of synthetic

—q" and standard

O e.g, UCI datasets,

= imagenet

Towards A Rigorous Science of Interpretable Machine Learning [Doshi-Velez and K. 18]



¢

Interpretable Machine Learning

Spectrum of evaluation in
interpretable machine learning

Function-based

How sparse are
the features?

Does it look
reasonable?

| |8

SAIIBY|END SAIIEIIUEND

Towards A Rigorous Science of Interpretable Machine Learning [Doshi-Velez and K. 18]



f e

Interpretable Machine Learning

Spectrum of evaluation in
interpretable machine learning

It's easy to formalize, m
optimize, and evaluate... but
may not solve a real need. &
Function-based

How sparse are
the features?

Does it look
reasonable?

aAlRlI[eND) BAI3e}IIUBND

Towards A Rigorous Science of Interpretable Machine Learning [Doshi-Velez and K. 18]



¢

Interpretable Machine Learning

Spectrum of evaluation in
interpretable machine learning

Function-based

How sparse are
the features?

Does it look
reasonable?

| |8

SAIIBY|END SAIIEIIUEND

Towards A Rigorous Science of Interpretable Machine Learning [Doshi-Velez and K. 18]



¢

Interpretable Machine Learning

Spectrum of evaluation in
interpretable machine learning

)

It's real evaluation, but it's

costly and hard to compare

work A to B.

Function-basg

How sparse are
the features?

Does it look
reasonable?

SAIIBY|END SAIIEIIUEND

Towards A Rigorous Science of Interpretable Machine Learning [Doshi-Velez and K. 18]



Spectrum of evaluation ir
f interpretable machine learning

e Vg, v

Function-based

O

3

How sparse are =]

the features? 5

=t

®

®,

. -

Does it look L

reasonable? &

=t

®
Low cost High cost
Low validity High validity

Towards A Rigorous Science of Interpretable Machine Learning [Doshi Velez and K. 18



Spectrum of eva

T interpretable machi

uati

ne

Prediction task: 1. Show explanations to humans.

on Ir

earn

2. Ask humans what would the machine do.

ng

Q. Which group does this
new data belong to?




Spectrum of evaluation ir
T interpretable machine learning

Validation task: 1. Show explanations to humans.
2. Ask humans whether the machine’s answer was correct.

Q. Machine thinks this image Group A
belongs to Group B. Is this correct? ™™ T

® Yes
() No




Spectrum of evaluation ir
T interpretable machine learning

il ot

Formulate an experiment where you have the ground-truth when you can.




f An example of
> ground-truth experiment setup in TCAV

Goal: find out what was
- important for a prediction




An example of
ground-truth experiment setup in TCAV

concept

concept

An image
+

Potentially noisy Caption



f An example of
> ground-truth experiment setup in TCAV

models can use either

image e or caption
concept
concept for
< classification.

concept

An image
+

Potentially noisy Caption



f An example of
** ground-truth experiment setup in TCAV

Image
+

Potentially noisy Caption

0% noisy 30% noisy 100% noisy no captions

199 Caption noise level in training set



f An example of
** ground-truth experiment setup in TCAV

models can use either

image e or caption
concept

concept for
< classification.

Test accuracy
with
no caption image

Importance of

image concept

0% noisy 30% noisy 100% noisy no captions

193 Caption noise level in training set



An example of
ground-truth experiment setup in TCAV

. cab cucumber

#10 10

10

Test accuracy
with

08

w— ACCUracy w— ACCUracy

no caption image_ —— TCAV img - = TCAV img e O
. © === TCAV non-img = TCAV caption §
S Z

g 04 04
g 04 04 g

0.2 0.2 02 0.2

-~

0.0 o~ *‘ \,\: ‘ 0.0 000 . o . o i 0.0

0% noisy 30% noisy 100% noisy no captiol0% noisy 30% noisy 100% noisy no captions
Caption noise level in training set Caption noise level in training set

124 TCAV ICML'18 [K, Wattenberg, Gilmer, Cai, Wexler, Viegas, Sayres]



T An example of
* ground-truth experiment setup in TCAV

Cool, cool.
Can saliency maps do it too?

Input image Vanilla Guided Integrated
Ground truth (with caption) gradient backprop gradient Smoothgrad

Image
concept

{¥
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Human subject experiment:
Can saliency maps communicate the same

¢

information?

SmoothGrad results for cab

10
B image

* B caption
® More than 50% no : ﬂ I

significant consensus among 0% noisy 100% noisy

Subject rated very confident when

correctly incorrectly
answered answered

® Correctly communicated
52% (50% random)

Subject's perceived
importance

05

turkers

(=]
'S

(=]
w

o
~

® Humans are very confident

% of questions

even when they are wrong.

(-]
o

50 turkers, shown 3 classes and 2 saliency maps
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Evaluating

¢

|nterpretab|hty methods

® Decide which level of evaluation is needed.
® Do human experiments when you can.

® Formulate an experiment where you have
the ground-truth when you can.
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Conclusion

Why and when?

Fundamental underspecification

How?
Before building Building After
any model a new model building a model
_
=g

How to evaluate?

Human experiment and ground-truth experiment

Google’s Interpretability best practices:
https://ai.google/education/responsible-ai-practices




https://imgflip.com



Conclusion

Why and when?

Fundamental underspecification

How?
Before building Building After
any model a new model building a model
_
=g

How to evaluate?

Human experiment and ground-truth experiment

Google’s Interpretability best practices:
https://ai.google/education/responsible-ai-practices




